
ARI Contractor Report 2008-02

Measuring Learning and Performance in Collective
Training Exercises

David H. McGilvray, Bruce C. Leibrecht,
and Karen J. Lockaby
Northrop Grumman Technical Services

This report is published to meet legal and contractual requirements and may not
meet ARI's scientific or professional standards for publication.

March 2008

United States Army Research Institute
for the Behavioral and Social Sciences

Approved for public release; distribution is unlimited.

20080424048



U.S. Army Research Institute
for the Behavioral and Social Sciences

A Directorate of the Department of the Army

Deputy Chief of Staff, G1

Authorized and approved for distribution:

BARBARA A. BLACK, Ph.D. MICHELLE SAMS, Ph.D.
Research Program Manager Director

Research accomplished under contract

for the Department of the Army

Northrop Grumman Technical Services

Technical review by

Bruce Knerr

NOTICES

DISTRIBUTION: Please address correspondence concerning distribution of reports to:
U.S. Army Research Institute for the Behavioral and Social Sciences, Attn: DAPE-ARI-
ZXM, 2511 Jefferson Davis Highway, Arlington, Virginia 22202-3926.

FINAL DISPOSITION: This Contractor Report may be destroyed when it is no longer
needed. Please do not return it to the U.S. Army Research Institute for the Behavioral
and Social Sciences.

NOTE: The findings in this Contractor Report are not to be construed as an official
Department of the Army position, unless so designated by other authorized documents.



REPORT DOCUMENTATION PAGE
1. REPORT DATE (dd-mm-yyyy) 2. REPORT TYPE 3. DATES COVERED

March 2008 1Final September 2006 - November 2007

4. TITLE AND SUBTITLE 5a. CONTRACT OR GRANT NUMBER

Measuring Learning and Performance in Collective Training Exercises W74V8H-04-D-0045 (DO 0014 and DO 0023)

5b. PROGRAM ELEMENT NUMBER
622785

6. AUTHOR(S) 5c. PROJECT NUMBER

David H. McGilvray, Bruce C. Leibrecht, and Karen J. Lockaby (Northrop A790

Grumman Technical Services) 5d. TASK NUMBER
294

5e. WORK UNIT NUMBER

7. PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES) 8. PERFORMING ORGANIZATION REPORT
Northrop Grumman Technical Services NUMBER
2011 Sunset Hills Road
Reston, VA 20190
9. SPONSORING/MONITORING AGENCY NAME(S) AND ADDRESS(ES) 10. MONITOR ACRONYM
U.S. Army Research Institute for the Behavioral and Social Sciences ARI
ATTN: DAPE-ARI-IF 11. MONITOR REPORT NUMBER
2511 Jefferson Davis Highway ARI Contractor Report 2008-02
Arlington, VA 22202-3926

12. DISTRIBUTION/AVAILABILITY STATEMENT

Approved for public release; distribution is unlimited.

13. SUPPLEMENTARY NOTES
Contracting Officer's Representative: Bruce W. Knerr
This report is published to meet legal and contractual requirements and may not meet ARI's scientific or professional
standards for publication.

14. ABSTRACT (Maximum 200 words):

The goal of the research described in this report was to develop a proof-of-principle scoring system that can be used
to evaluate training effectiveness across diverse scenarios. The focus was on supporting evaluators as they evaluate
and track unit performance across scenarios. The report describes the products of the research as well as the
insights and lessons learned. A scoring system with a computer interface suitable for a hand-held computer was
developed and tried out with Infantry subject matter experts acting as evaluators observing virtual scenarios. The try-
out provided empirical data on the utility of the scoring system and on desired improvements. Based on feedback
from the try-out, the scoring system was revised. The report contains findings and lessons learned that can guide
future efforts to automate evaluator and Observer/Controller (O/C) support tools.

15. SUBJECT TERMS
Scoring Systems Evaluation Tools Team Performance
Infantry Squad Evaluation Small Unit Performance Hand-Held Computer Tools
Collective Training Training Evaluation Unit Performance Measurement

SECURITY CLASSIFICATION OF 19. LIMITATION 20. NUMBER 21. RESPONSIBLE PERSON

16.REPORT 17. ABSTRACT 18. THIS PAGE OF ABSTRACT OF PAGES Ellen Kinzer, Technical

Unclassified Unclassified Unclassified Unlimited Publication Specialist,
703.602.8047



ii



ARI Contractor Report 2008-02

Measuring Learning and Performance in
Collective Training Exercises

David H. McGilvray, Bruce C. Leibrecht, and Karen J. Lockaby
Northrop Grumman Technical Services

ARI-Orlando Research Unit
Stephen L. Goldberg, Chief

U.S. Army Research Institute for the Behavioral and Social Sciences

2511 Jefferson Davis Highway, Arlington, Virginia 22202-3926

March 2008

Army Project Number Personnel Performance
622785A790 and Training Technology

Approved for public release; distribution is unlimited.

iii



ACKNOWLEDGMENTS

The research described in this report could not have been conducted without the
combined efforts of numerous people, in addition to the report's authors. The Northrop
Grumman team members whose efforts were critical to this report include:

" Richard L. Wampler, who was instrumental in developing the revised scoring system and
served as try-out coordinator.

* Dr. Jack Hiller for his invaluable contributions to the revised scoring system.
" Mike Dover and George Mabry, who developed the initial version of the competencies.
• Sean M. Cooley and Tony N. Fullen, developers of the user-computer interface software.

We thank the Northrop Grumman subject matter experts who participated in the try-out
to evaluate the scoring system and computer interface developed during this research - Jim
Centric, Mike Dlubac, and David James. Their expertise yielded both a thorough assessment of
the tool's utility and valuable insights for the improvement, expansion, and application of this
evaluation approach.

Finally, thanks go to Dr. Stephen L. Goldberg whose conceptual input played a key role
in shaping the scoring system.

iv



MEASURING LEARNING AND PERFORMANCE IN COLLECTIVE TRAINING EXERCISES

EXECUTIVE SUMMARY

Research Requirement:

The U.S. Army Research Institute (ARI) has long conducted research in the application
of training technology to collective training. In this research, ARI has found that measurement
of learning during training of small units using multiple scenarios has been hampered by the
circumstance that units seldom repeat exactly the same scenarios. This requires the Soldiers to
apply lessons learned during one scenario while executing subsequent scenarios. Inevitably, the
question arises: Did the training intervention produce learning? There is a lack of a conceptual
framework for measuring and interpreting unit performance independent of the specific
scenario's conditions. To investigate this conceptual issue, the current research effort aimed to
develop the foundation for a tool that can be used to evaluate unit performance, and thereby
training effectiveness, in a scenario independent manner. To this end, the research focused on
developing, demonstrating, and refining a general-purpose scoring scheme for evaluating small
unit training performance.

Procedure:

This research was conducted in multiple stages culminating in the try-out of a prototype
infantry small unit scoring system. In the initial task, a literature review identified design
principles relevant to performance assessment support tools. In parallel, infantry subject matter
experts (SMEs) developed and iteratively refined small unit competencies, along with tasks and
measures that are scenario independent. Concurrently, a prototype computer interface suitable
for a hand-held computer was designed and developed. For the try-out, the prototype scoring
and interface systems were integrated and tested using infantry SMEs who were not previously
involved in this research. Based on feedback from the try-out, the research team made major
revisions to the small unit competencies.

Findings:

The try-out provided empirical data on the utility of the scoring system and on desired
improvements. A qualitative analysis of the feedback from the infantry SMEs indicated that the
core competencies/tasks, based on the Army's primary training standard, were not fully suited to
application across scenarios. Therefore, the team revised the scoring system by creating ten
scenario-independent tasks. The structure of the tasks stemmed from the Army's established
plan-prepare-execute-consolidate/reorganize phases of mission accomplishment, and a theory-
based model of command and control information processing. The report describes the revised
system and offers recommendations and lessons learned for follow-up research.
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Utilization and Dissemination of Findings:

This research establishes an innovative springboard for designing and developing
methods and tools for evaluating collective performance in operational and simulation-based
training. The products and findings offer practical help to follow-on investigators in the area of
unit training evaluation. The insights and lessons learned will help researchers, working in
concert with SMEs, to fully develop a performance measurement system that is scenario
independent and applies to multiple unit types and echelons. By creating this foundation, the
findings move toward a general-purpose performance measurement system capable of charting a
unit's proficiency improvement across diverse training events.
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MEASURING LEARNING AND PERFORMANCE IN
COLLECTIVE TRAINING EXERCISES

INTRODUCTION

To support the United States Army's training efforts, the U.S. Army Research Institute
for the Behavioral and Social Sciences (ARI) investigates training needs. One critical need is the
capability to effectively evaluate collective training performance independent of a specific
scenario. In the research project entitled Measuring Learning and Performance in Collective
Training Exercises (MLPCTE), the ARI Orlando Research Unit set out to develop a scenario
independent scoring system that would allow a single subject matter expert (SME) or trainer to
evaluate the performance of a small unit as it conducts a series of dismounted infantry scenarios.
The intended result of this process was the capability to track changes in a unit's performance
over the course of multiple training scenarios. This report describes the products and lessons
learned from the MLPCTE project. The findings and products point the way to research that will
provide a useful training evaluation tool for assessing the effectiveness of Army training
interventions.

Background

There are numerous Army evaluation programs for unit collective performance. The
evaluation programs, such as those found in Army Training and Evaluation Programs (ARTEPs)
and Training Support Packages (TSPs), are normally associated with scripted scenarios which
prompt the performance of the desired skills. Following each exercise, an after action review
(AAR) is conducted as a feedback session to provide the Soldiers a learning opportunity focusing
on what they did, how well they performed, and how to improve their performance the next time.
However, the unit does not normally repeat the execution of the exact scenario that was
previously performed, partially to prevent advance knowledge of scenario events, and partially
because changes in unit behavior can cause each occurrence of a specific scenario to play out
differently.

In conducting research on collective training and training technology, ARI has found that
measurement of learning during training of small units across multiple events has been hampered
because units seldom repeat scenarios. Rather, units routinely use multiple scenarios, calling for
performance under altered conditions or requiring the performance of different collective tasks.
This means that Soldiers must apply lessons learned during one scenario while subsequently
executing different scenarios. Inevitably, the question arises: Did a training intervention produce
learning? The lack of a conceptual framework for measuring and interpreting unit performance
independent of the specific scenario's conditions results in the inability to reliably answer this
question.

To investigate this conceptual issue, the goal of this research was to establish the
foundation for a tool that can be used to evaluate training effectiveness in a scenario independent
manner. To this end, the focus was on: (a) development of a scoring scheme which is scenario
independent, usable by a single evaluator for evaluating a small unit as it conducts a training
exercise, and capable of tracking unit performance across multiple scenarios; (b) automation of

I



the scoring scheme for use on a hand-held computer; (c) the try-out of these applications in a
controlled research environment; and (d) revision of the scoring scheme based on the results of
the try-out. The intent of this effort was to determine the functionality of the materials
developed and to gain insight into the progression, expansion, and application of this evaluation
approach to further develop its potential as a training tool during future work.

The importance of this effort was reinforced by the Chief of Staff of the Army (CSA) in
his article in the 2007 edition of the Army Green Book (Casey, 2007) in which he stressed the
critical requirements for unit and leader training, especially in the current operating environment.
Key to his guidance was the necessity of training to deal with a broad range of missions across
the spectrum of conflict and the necessity of being able to perform those missions globally as
required by an ever changing world situation. The essence of this training requirement is
scenario independent training.

Technical Objectives

As the foundation for developing a performance measurement system that is scenario
independent and that has future application to other unit types and echelons, the current report
concentrates on the development of the prototype scoring system that constitutes the first step
toward that goal. This will provide the foundation for researchers to further develop this type of
performance measurement in future projects. The following technical objectives, as refined
during the execution of the project, guided the research described in this report:

" Review existing collective performance measurement schemes for applicability to
measuring learning and performance in small unit Army operational scenarios.

" Analyze Army collective tasks for competencies that are scenario independent and
establish a set of core competencies for dismounted infantry small unit operations.

" Develop a performance measurement scoring system with user computer interface that
enables a single SME or trainer to evaluate the performance of a small unit across
multiple training events.

" Try out the scoring system using a series of prerecorded scenarios with qualified SMEs to
determine the efficacy and utility of the prototype system and to gain insight for
developing its potential during future research.

" Based on the results of the try-out, recommend revisions to the scoring system, including
the core competencies.
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METHOD

Overview

The goal of this project was to develop and demonstrate a prototype performance
measurement system, assess its functionality, and gain insight into the refinement and application
of the approach. This required that the research be accomplished in distinct stages:

" Development of a scenario independent scoring system based on dismounted infantry
squad core competencies.

" Development of a computer interface suitable for use on a hand-held computer.
" Try-out of these conceptual products in a controlled research environment.
• Revision of the performance measurement system based on results of the try-out.

The research approach combined military subject matter expertise, behavioral science
knowledge, and computer programming to execute the four stages. The research team relied
primarily on military training assessment principles, a thorough review of Army documents and
websites relating to core competencies applicable to infantry dismounted small unit operations,
and the expertise of infantry SMEs working in collaboration with a computer technology expert
to develop the scoring system and the computer interface. Simple formative evaluation methods
were used to try-out the utility and efficacy of the scoring system developed during this research.
Finally, the initial scoring system was revised based on the try-out results.

Literature Review

The initial stage of this research effort entailed a review of existing performance
measurement schemes for applicability to this project. A number of research projects that have
developed measures of collective performance were reviewed, including those identified in a
search of ARI and Defense Technical Information Center libraries. Researchers with experience
in the field of collective training performance measurement also identified relevant articles. The
review was conducted to determine the applicability of existing performance measurement
schemes to the current research and to inform the current work. For this reason, findings from
this review were considered lessons learned to be built upon in development of measurement
methods under this project. Additionally, information not directly applicable to the current
project may be of value to inform future research efforts that further advance, expand, or apply
the results of the current work. The review was conducted using a template that, in addition to
bibliographic data, collected information on the purpose of the performance measurement
scheme; measurement context; and scheme characteristics (tasks measured, structural
dimensions, types of metrics).

Development of Tasks, Supporting Behaviors and Scoring Scheme

The development of a set of core competencies for small unit operations was an iterative
process which utilized SMEs as key members of the research team. All SMEs had extensive
experience as training developers at the Infantry Center and School at Fort Benning, GA, had
authored ARTEP mission training plans (MTPs), and had participated in analyzing infantry small
unit performance of collective tasks.
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The initial step in the analysis to develop core competencies was a review of Army
training publications and other sources to establish a list of applicable collective missions and
tasks. Materials reviewed included:

" ARTEPs
* MTPs
* Unit Mission Essential Task Lists (METLs) and Tactical Standing Operating Procedures

(TACSOPS)
* ARI reports
" Army lessons learned
" Relevant websites

This review and analysis resulted in a list of approximately 60 collective tasks for the
dismounted infantry small unit. After analyzing, inventorying, and categorizing high-payoff
tasks and supporting behaviors (subtasks) that a unit would perform under a variety of scenarios,
an initial list of core competencies was developed. During this analysis, the research team
defined core competencies as the base skills in which a small infantry unit must be proficient
regardless of the unit's assigned role or mission. Each iteration of the core competency list was
reviewed by other research team members not involved in the list development and then revised
until the final list received concurrence. Steps and measures were then determined for each core
competency task.

Development of Automated Interface

The development of the interface was initiated concurrently with the development of the
core competencies used in the scoring system. The software designer collaborated with the
infantry SMEs for the integration of the scoring system and interface to facilitate the
functionality of the evaluator tool for the try-out phase of the research. The interface design was
a sequential process beginning with the determination of design principles and then moving
through the stages of developing goals, structural elements, functions of the tool, and
determination of the targeted characteristics.

The first step in the development of the interface was to determine the design principles
that would underlay its development. Predicated on the characteristics specified in the technical
objectives and with amplification through a series of discussions between the design team's
infantry SMEs, computer SME, and researchers, the team envisioned a highly portable job
assistant with database-supported capabilities. The following principles guided the development
of the tool:

" Support efficient operations of evaluators directly observing live and virtual exercises.
* Provide readily mobile, continuous (approximately 2 hrs), stand-alone operations.
" Incorporate essential performance measurement, assessment and review functions only.
" Rely on commercial technology that requires no modification beyond programming.
• Ensure consistency with contemporary training practices and environments.
" Present user-friendly look and feel (Windows), consistent across all functions.
" Emphasize user-controlled navigation with minimal risk of getting lost.
• Ensure continuous user awareness of pathway environment and options.
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" Reduce evaluator workload by use of guided measurement and streamlined data entry
features.

• Enable a user to perform full operations with minimal (less than 10 min) tutoring.
" Minimize need for external job aids, assessment guides, etc.
" Assume user is tactically and technically qualified to serve as an infantry

Observer/Controller (O/C).
• Provide open-ended architecture for future expansion to other echelons and units.

These design principles were then translated into design goals to provide dimensional
guidance for the design process, as specified in Table 1.

Table 1.
Design Goals for the User Interface

Dimension Goal
Target Audience Evaluators pre-qualified to support training of current Infantry units
Echelon Applicability Tailored to performance parameters of company, platoon, squad echelons
Operating Model Stand-alone, fully portable device that interfaces with database (notional)
Domain Versatility Usable in home station, Combat Training Center, and deployed arenas
Scope of Functions Performance evaluation activities before/during/between exercises
Customization Limited to user options available on host platform
Pathway Guiding Menu-prompted navigation with limited system-controlled guiding
User Alerting Audible signal when pre-programmed conditions are met
System Activation Immediate, single-click start-up of software from desktop
Security Password protection of access to functions and stored data (notional)
Role of Automation Limited mainly to selective guiding of performance measurement

The components or structural elements were specified along with a short description of
the outcomes desired for each element. As stated in the Background, the intent of this research
included laying the foundation for future development of the scoring system's potential to
provide a training evaluation system or tool with application to other unit types and echelons.
For this reason, provisions were made for a notional database and interface of the tool with that
database. Structural elements of the evaluator tool are specified in Table 2.

Table 2.
Structural Elements of the Evaluator Tool

Element Description Desired Outcome

Interface Platform Lap or hand-held device w/limited input/ Enable evaluator to use anywhere,
output options (including touch screen) optimize ease of operation
Suite of multi-phase evaluation functions Minimize evaluator workload in allfor evaluator use (see Table 3) supported activities

Database Remote (central) repository for tasks/ Provide one-stop, up-to-date source
(Notional) steps, measures, data, references of guidelines and data
Database Interface Wireless download, upload, and Facilitate transparent linkage
(Notional) administrative functions between evaluator and database
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The use of the scoring system and interface requires that the evaluator understand the
functions of the interface and execute those functions during sequential phases. The functions
required or desired during each phase are listed in Table 3. Notional functions were specified to
facilitate future development.

Table 3.
Functions Represented in the Evaluator Tool

Phase Functions
* Login with user authentication

System Start-up e Select user-controlled options and preferences
e Initialize at main menu (automatic)
* About this tool (purpose, ownership, version, etc.)

Orientation 9 System overview (list of functions with brief explanation, instructions)
* System map (graphic layout of functions)
o Review tasks, steps and measures (via evaluator-paced process)
o Select steps and measures for specific exercise

Exercise Preparation o Correlate steps and measures with scenario events (notional)
o Reviewprevious performance data for participating unit(s) (notional)
• Specify/select alert parameters and conditions (notional)
o Maintain awareness of exercise progress (notional)
o Receive alerts of approaching events or conditions (notional)
0 Enter information identifying the exercise as a unique event

Exercise Execution and o Record measures and comments (with flexible timing and sequence)
Assessment 0 Review/verify data from the exercise, and revise as necessary

0 Aggregate and organize quantitative data (menu driven)
* Review exercise data and record conclusions (evaluator driven)
o Perform AAR and feedback functions (notional)
o Archive exercise data package (notional upload to central database)
9 Review data from previous exercise (mock-up)

Post-Exercise o Re-assess performance data from previous exercise (notional)
Activities o Derive performance trends from stored data (menu driven) (notional)

o Archive performance trends (open-ended for later updating) (notional)
0 Set or revise access privileges for stored data and trends (notional)
* Update task/subtask components of database (notional)
* Consult training reference materials (e.g., TACSOPs, MTPs) (notional)

Supporting Activities 0 Search for information stored in database (notional)
o Share archived information with unit trainers (notional)
0 Perform housekeeping functions with database contents (notional)

To further guide the interface design, desired characteristics of the interface system were
developed and described, as delineated in Table 4. These characteristics were intended to
facilitate the design of a "user-friendly" interface.
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Table 4.
Targeted Characteristics o the User Interface

Characteristic Description
Windows framework Use of windows techniques to organize functions and information
Screen utilization Full-screen windows to avoid keyhole and crowding effects
Display simplification Minimal text and graphic elements present on each screen
Window contents visibility Minimal scrolling for visibility of window contents to facilitate viewing
Information streamlining Avoidance of prosaic verbiage in favor of intuitive, condensed forms
Text entry context Comment entry option accessible in display of performance measures
Organizational simplicity Flat schema (single level) for primary functions to simplify navigation
Menu format Drop-down menus (single click) with highlighted default as appropriate
Awareness aiding Always visible main menu; menu item highlighting; you-are-here device
Button previewing Pop-up window summarizing function(s) accessed by every button
Stylistic consistency Consistent use of colors, shapes, font, emphasis techniques, etc.
Multi-session management Automatic book marking and "you are here" cueing at end of session
Background cognizance Status of background functions (e.g., download, upload) visible to user

Try-Out

The purpose of the try-out was to evaluate the utility and efficacy of the small unit
scoring system and interface, or evaluator tool. The strategy called for applying the tool in
scenario-driven exercises to obtain feedback on the tool's performance, modifications needed,
and potential for development during future research. The try-out was conducted in a research
environment using pre-recorded virtual exercises, with each exercise independently scored by
three infantry SMEs who were not previously involved in the research.

The simulation environment utilized ARI's Dismounted Infantry Virtual After Action
Review System (DIVAARS) software (Knerr et al., 2003) to play the recorded exercises. One
desktop computer served as the DIVAARS workstation. Scenario materials (described below)
came from ARI's library of virtual exercises (Knerr et al.). Playback of a scenario's data stream
portrayed a short (about 20 min) combat vignette, including voice communications. The tactical
actions could be viewed from optional perspectives. Desktop computers, one for each of three
infantry SMEs, served as evaluator workstations to run the scoring system and display the user
interface. No data capture capabilities were utilized beyond those built into the scoring system
software. Table 5 summarizes the try-out plan.
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Table 5.
Try-Out Plan Summary

Aspect Plan

Demonstrate the evaluator tool and gather feedback on its suitability, acceptability,
Objective potential for development in future research, etc.

9 Three infantry SMEs who were not previously involved in the project
Staffing 9 One research team member serving as coordinator and evaluator

9 One DIVAARS operator
e How suitable is the tool for assessing collective performance of infantry squads?
9 How well does the tool enable an evaluator to collect data and assess

Questions of performance?
Interest 9 How operator-friendly and effective are the scoring system and user interface?

o How useful is the tool for tracking task proficiency over multiple scenarios?
o How can the scoring system and user interface be improved?
o Working copies of the prototype system loaded on desktop computers

Materials and * Squad-level virtual scenarios in multimedia form
Equipment e DfVAARS workstation for displaying the virtual scenarios with voice

communications
* Dedicated office for a controlled research environment

Test Conditions DIVAARS workstation created a virtual simulation environment
* Desktop computers represented evaluator workstations running MLPCTE

software
* Set-up and verification (one day of testing and resolving problems/issues)
* Familiarization and train-up (half-day of orientation and workstation practice)

Test Phases * Scoring of scenarios (two half-days of exercise scoring and data collection)
* Post-exercise data collection (half-day of reviews, hotwash, brainstorming)
* Wrap-up (administrative actions were completed within 3 working days)
* The DIVAARS operator and an SME tested functionality of each workstation

Set-up * Set-up participants fully implemented three scenarios (one cycle per workstation)
e Hardware and software problems were resolved
* The try-out coordinator verified readiness to execute exercises and collect data
9 The try-out coordinator controlled the flow of events
• The SMEs practiced during trial exercises to become proficient on the evaluator

tool

Execution * The SMEs observed each virtual exercise simultaneously but independently
Procedures * Each SME recorded performance data on his own evaluator workstation

9 The SMEs could revisit part of a scenario using a different vantage point
* All SMEs completed exercise scoring before moving on to the next scenario
* A short break (approximately 5 min) separated one exercise from the next
* The coordinator discouraged interaction among the SMEs during exercises
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Table 5.
Try-Out Plan Summary (continued)

" SMEs recorded unit performance data using the evaluator workstations
• The evaluator wrote his observations on a structured data capture form
* Each SME completed a paper worksheet following every exercise

Data Collection * The evaluator and SMEs participated in a hotwash following each session
* The evaluator recorded and compiled notes from all discussion sessions
" Data recorded on the evaluator workstations was exported to compact disc (CD)
" The evaluator and SMEs documented lessons learned
" Compiled scoring and observation data using Microsoft Officee tools

Data Handling Analyzed observations, scores, worksheets, and notes for trends and insights
* Derived lessons learned regarding measurement methodology and the evaluator

tool

Outcomes 9 Feedback on suitability, acceptability, effectiveness, and value of the tool
* Recommendations for improving the user interface and scoring methodology

As seen in Table 6, the try-out was conducted in phases during a three-day period.
Phases included a one day pre-execution phase for set up and verification of hardware and
software functionality, a four-hour phase for SME train-up on the system, two separate four-hour
sessions of scoring and data collection while SMEs observed scenarios, and a post-exercise data
collection phase.

Table 6.
Try-Out Schedule

Day Phase / Activity
Day I Set-up and Verification
Day 2 Familiarization and Train-up (half day)
Day 2 and 3 Scoring Sessions I and II (half day each)
Day 3 Post-Exercise Data Collection (half day)

During every exercise, each SME observed the tactical events/actions on the DIVAARS
screen and independently recorded performance data using their assigned workstation. The try-
out coordinator recorded observations, SME comments, and administrative data using the
observation guide. If any SME requested, the DIVAARS operator replayed a segment of a
scenario from a different vantage point. At the end of every exercise each SME completed a
worksheet. The SMEs were allowed to raise questions and issues between scenarios, but
interaction among the SMEs was discouraged while they were scoring an exercise.

Staffing for the set-up event consisted of one DIVAARS operator and one infantry SME,
who served as the try-out coordinator. During the verification event, three infantry SMEs were
added to the staffing with the evaluator tool developer (computer programmer) available to
correct any problems identified. This staffing was maintained through the Familiarization and
Train-up and the Post-Exercise Data Collection phases of the try-out.

The three SMEs were retired infantry Soldiers with extensive experience in training
squads in both live and virtual training environments. Two were retired noncommissioned
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officers (NCOs), a Sergeant First Class (E-7) and a Sergeant Major (E-9). Among the SMEs,
leadership experience included positions as squad leader and platoon sergeant; one also served as
an infantry company First Sergeant. The third SME was a retired officer, Major (0-4) with prior
enlisted experience including positions as squad and section leader as an NCO, and platoon
leader and company commander as an officer. All three were veterans with combat experience
in Vietnam, Operation Urgent Fury, or Operation Iraqi Freedom. All were instructor certified,
with their Army instructor experience including Ranger School cadre and training center Drill
Sergeant assignments.

The SMEs had significant experience in a virtual environment including: scenario
development; squad mentoring; role-playing various positions to interface with simulation
subjects via radio transmissions; development of performance scoring measures and tools;
portraying exercise opposing force (OPFOR); and conducting AAR sessions. All three SMEs
also had extensive experience in evaluating squad performance during simulation exercises and
experience working with several simulation programs.

Scenarios Used for the Try-Out

From the library of nine pre-recorded scenarios produced in previous ARI research
(Knerr et al., 2003), five were implemented in a total of seven exercises. Each scenario involved
a dismounted infantry squad conducting urban operations. The scenario missions included:
Deliberate Attack Version 1 (two iterations), Deliberate Attack Version 2 (one iteration),
Hostage Rescue Version 1 (two iterations), Crowd Control, and Downed Helicopter. Each
simulation-based scenario portrayed a dismounted infantry squad preparing and executing an
assigned mission at a simulated Military Operations on Urban Terrain (MOUT) site. The squad
was part of an infantry battalion attached to the United Nations (UN) Protection Force. The
latter was conducting operations in a town of strategic importance and opposing rebel forces
from a radical nationalist group that was linked to terrorist bombings and attacks on nearby
towns.

Data Collection Instruments

The focus of data collection efforts was to gather information on the functionality and
applicability of the tool developed during this research and to gain information that might
contribute to the progression of this training evaluation approach during future research. Data
collection forms are briefly described below and shown in Appendix B.

SMEs Worksheet: This instrument contained ten questions regarding the SMEs' reactions
to operating the scoring system and interface during each scenario. Questions also addressed the
applicability of the tasks and subtasks to the unit's actions during the scenario. A worksheet was
completed at the end of every scenario.

Observation Guide: This form contained 31 questions covering all train-up and scoring
activities. The first seven questions gathered information on the SMEs' orientation and train-up.
A dozen of the questions were repeated in two sets, one for each of the half-day sessions during
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which multiple scenarios were scored. The try-out coordinator used this form to record
administrative information (scenario name, start/stop time, replay aspects) and observations.

Hotwash Guide: This guide contained 34 questions addressing all aspects of the try-out
including the adequacy of SME training, doctrinal correctness of tasks and supporting behaviors,
and the functionality and utility of the scoring system and interface. The try-out coordinator
used the questions to facilitate a hotwash at the conclusion of each half-day session.

Revision of Scoring System

The scoring system was revised based on the SME feedback from the try-out. The
revision team consisted of an infantry SME, a retired infantry field grade officer with over 24
years of active duty and extensive research experience, and researchers in the field of Army
training evaluation and assessment. The feedback was integrated with training theory and
modified and refined through an iterative discourse to focus on core competencies that were
scenario independent and potentially applicable to other unit types and echelons.
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RESULTS AND DISCUSSION

Performance Design Principles

The initial aspect of this research was the review of prior research with the intent of both
informing the current research and providing information that may be applicable to future
research projects that investigate developing the potential of this evaluation approach. The
review included 26 research reports, articles, book chapters, and conference papers which
covered a wide range of research on training within the Army, Air Force, Navy, and a multi-
service project. Although many articles had some information to contribute, few constituted
"training measurement schemes." Relevant schemes included:

" Mission Essential Competencies (MECs) (Colegrove and Bennett, 2006; Alliger et al.,
2003) based on United States Air Force research on measuring the proficiency of air
combat aircrews or other weapon systems operators with the intent of improving training.
Although originally designed for use with air crews, Alliger et al. report the application
of MECs to a unit, describing the unit in the context of a weapon system.

" A human systems integration method for validating team performance assessment
(Johnston, Vincenzi, Radtke, Salter, and Freeman, 2005). This U.S. Navy project used a
hand-held tablet computer to assist three separate two-person observer teams in assessing
team performance on 14 key, pre-specified training objectives during a scenario, with the
observers receiving an alert prior to the occurrence of events.

" The Target Acceptable Responses to Generated Events or Tasks (TARGETS) (Fowlkes,
Lane, Salas, Franz, and Oser, 1994; Throne, Holden, and Lickteig, 2000). This Army
effort used non-SME observers to record the presence or absence of acceptable individual
and team task responses while observing filmed scenarios. Observers worked with a list
of events and responses, and received cues when events were about to occur.

" The Observer Assessment Scheme (Kyne, Militello, Thordsen, and Klein, 2002; and
Kyne, Thordsen, & Kaempf, 2002) is another Army training measurement scheme
focused on team decision-making and performance assessment. The SME observers
subjectively rated team performance using 16 behavioral dimensions and a five-point
scale (paper form). Also included was an observer support package that served as a quick
reference guide - one page per behavioral dimension which included a definition of the
dimension, descriptions of indicators of effective performance, and space for observer
notes.

During the review of the literature, many lessons were gleaned from research in the field
of measuring learning and performance in small unit Army training scenarios. Key lessons
learned appear in Table 7, grouped into categories.
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Table 7.
Literature Review Lessons Learned

Category Lesson Learned
Development of - Detailed analysis is critical, including involvement of SMEs
Competencies - Analytical process should focus on key (vs. all) tasks or events

- Research and real-world factors should be balanced
- Development schedule should accommodate multi-phase, iterative process
- Mission essential competencies are a high-value approach

Team Framework - Collective assessment hinges on definition of team concept
- A team should be viewed as a unitary, intelligent entity
- Teamwork evaluations should relate to mission essential competencies
- Team performance is more than the sum of parts
- Team performance may depend on a single member for some tasks

Performance - Collective measures should reflect overall unit performance
Measurement - Performance standards should be bands or ranges, not point values

- Measurement scaling can enhance differentiation of performance
- Complete assessment integrates network and non-network data
- Automated measures can increase scope, objectivity, and precision
- At present, automated measures are not wholly sufficient
- Feasibility (via automated or evaluator collection) is a possible key

criterion
- Design of measures should consider output format requirements

Observer - Capabilities of intended observers should be defined
Considerations - Highly proficient, motivated observers should be a key priority

- Managing observer workload is a central consideration
- If multiple observers are used, work allocation becomes important

Data Collection - Automated measurement tools can reorient observer's focus
- Automated collection and computation can overload system
- Simulation-based recording of exercises can extend analysis
- Integrating automated and evaluator measures can be a challenge

Observer Job Aids - Observers must maintain good situational awareness (SA)
- Automated support (e.g., event alerting, battle tracking) can be valuable
- Automated job aids do not redeem unqualified observers
- Ready access to references can enhance observer effectiveness

The Feedback - Presentation of automated results may be a design consideration
Connection - Automated tools can compare performance to standards

- Pictorial and graphical presentation of measures is difficult to achieve

Core Competencies

Using the ARTEP as the standard for dismounted infantry small unit combat specific
tasks yielded a lengthy list of combat tasks. These MTP tasks were then analyzed and reduced to
the key and essential tasks, resulting in a list with a usable number of tasks. Nine core
competency tasks were selected as a basis for the scoring system. Table 8 summarizes the core
competency tasks.
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Table 8.
Summary of the Nine Core Competency Tasks with Ste 7s

Task Steps
1. Breach an Obstacle 18 Steps 9 Leader, 9 Unit
2. Conduct a Defense 24 Steps 14 Leader, 10 Unit
3. Conduct a Movement to Contact 14 Steps 7 Leader, 7 Unit
4. Conduct a Security Patrol 13 Steps 6 Leader, 7 Unit
5. Conduct Tactical Movement 24 Steps 12 Leader, 12 Unit
6. Conduct an Attack 16 Steps 7 Leader, 9 Unit
7. Maintain Operations Security 6 Steps. 4 Leader, 2 Unit
8. Action on Contact 14 Steps 7 Leader, 7 Unit
9. Conduct Troop Leading Procedures (TLP) 9 Steps 9 Leader, 0 Unit

For each of the nine tasks, steps and performance measures that captured the key
elements of each task were identified using the ARTEP standards. These elements were
included in the scoring system to provide the specific information believed to be needed by the
evaluators. All but one task included steps for both the leader and the unit, with tasks having a
minimum of six steps and a maximum of 24 steps for a total of 138 steps across the nine tasks.
Further, performance measures were specified for each step, with a total of approximately 360
performance measures. Details of these tasks are in Appendix D which contains: (a) a table
summarizing the core competency tasks and steps within each task; and (b) details of the core
competencies with tasks, conditions, standards, task steps, and performance measures.

Infantry Small Unit Scoring System

The scoring system and interface were developed for use by an SME to evaluate a
dismounted infantry unit (targeted at the squad level) using scenario independent competencies.
The stand-alone system provides the evaluator the ability to assess the performance of unit
collective tasks. For this investigation, the Windows-based system was implemented on a
desktop computer. However, the system could be mounted on a fully portable hand-held device.

The program was developed using Adobe Flash Player 9 and the coding was created
using Actionscripting 2.0. The program is a self-contained Flash file embedded in a Hyper Text
Markup Language (html) page for proper viewing. All input values are compiled into a Flash
object which acts as a "cookie" on each computer. This allows the information to be retained in
place even if the evaluator closes and re-opens the program. The program operates on any
Windows-based computer with Flash Player and Internet Explorer installed. The program was
developed using Flash Player 9 and Internet Explorer 7, the latest versions of those programs
when the software for the scoring system was developed. The program is self-contained in one
flash file and all navigation while using the scoring system must take place within the program.
Although the program will run directly from a CD, optimal operation results from saving the
files to the hard-drive of the evaluator's computer.

After logging in, the evaluator can select scenario options with standard scoring means on
the nine collective tasks. The scoring system's major components (main menu) are:
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" Orientation gives general information and orients the user to the scoring system.
" Exercise Preparation enables the user to review the tasks, steps and measures and to

review previous performance data for the unit to be observed.
" Exercise Execution/Assessment structures recording of scores and comments in a format

that reflects the tasks and steps. Review of data entry is also available.
" Post Exercise Activities (currently notional) represent desired capabilities that the user

will need to finalize the evaluation and to analyze the data.
" Supporting Activities (currently notional) will enable updating of competencies or general

evaluator functions, including access to "Reference Materials" such as field manuals.

As indicated in Table 9, each of the main menu selections subsumes a set of optional
functions. Access to a function is gained by selecting a main menu item. As developed in this
project, many functions are notional which are included to indicate the scope of the desired
functions and to convey the system's potential.

Table 9.
Summary of Scoring System and Interface Components

Main Menu Selections Subordinate Options Available Development
Stage

Orientation About this Evaluator Tool Functional
System Overview Functional
System Map Functional

Exercise Preparation Review Tasks, Steps and Measures Functional
Select Exercise Measures Notional
Verify Measurement Plan Notional
Review Prior Exercise Functional

Exercise Execution/Assessment Set Alerts Notional
Event Cues On/Off Notional
Alerts On/Off Notional
Register Exercise Notional
Record Measures and Comments Functional
Verify Data Functional
Aggregate Data Notional
Draw Conclusions Notional
AAR/Feedback Notional

Post Exercise Activities Archive New Data Notional
Review Prior Exercise Functional
Re-assess Prior Exercise Functional
Compute Trends Notional
Archive Trends Notional
Set Data Access Notional

Supporting Activities Update Tasks Notional
Reference Materials Notional
Search Database Notional
Share Data or Trends Notional

1 Housekeeping Notional
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There are both system controlled and user controlled navigation functions. The user
navigates the system using the tabs at the top of each screen. When the section is active, tabs for
each internal function are visible. Also, a system map (Figure 1) is included within the
Orientation section to facilitate user orientation to the screen and function navigation.

NJ-

Figure 1. System map screen (Revised Scoring System Version).

This project focused on the capability to use scenario independent competencies to record
the assessment of a dismounted infantry squad as it executes a mission. This capability resides
in the Record Measures and Comments function within the Exercise Execution/Assessment
section.
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Figure 2. Example of task assessment screen (Revised Scoring System Version).

The scoring system's page for recording the evaluator's scoring and comments is in the
Record Measures and Comments tab of the Exercise Execution/Assessment menu. Active radio
buttons are provided to record the evaluator's score for each rated competency or supporting
behavior. These buttons are omitted from those items designed to be un-scored. In each
instance, there is an option for "not applicable" (NA) as well as a radio button marked "C" which
takes the user to the comments block for recording narrative remarks. (See Figure 2).

Try-Out Results

The try-out provided considerable data on the utility of the scoring system and on desired
improvements. This subsection presents the findings on structural and functional aspects of the
scoring system, as well as acceptability of the tool's user-computer interface.

Scoring System

Key observations derived from the analysis of the try-out data are discussed below. It is
critical to note that although the observations are discussed separately, they are interrelated and
therefore should be addressed collectively in any revision of the scoring system.
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Detailprovided in the scoring system distracted SMEs from observation. The detail
provided by steps and performance measures for each task distracted the SMEs from observation
during the conduct of the scenarios. The SMEs found it very difficult to devote full attention to
the scenario events while they read through the various lists of steps and performance measures
(over 300 lines of text) under the scoring system's nine tasks, which were tabbed on their
computer screen. They stated that even if they were to become fully familiar with the large
volume of steps and measures, they might, at best, only be able to make entries that were most
key to their evaluation. There were too many evaluation points for the SMEs to evaluate each
one.

The scoring system focused SMEs on task detail rather than scenario independent
observations. The detail provided by steps and performance measures focused the SMEs on
mission specific details of the squad's performance, rather than scenario independent aspects.
While SMEs commented on the excess of material provided and difficulty of finding the proper
location to record observations, they were also drawn to the specific details of tasks, steps, and
performance measures. They noted other steps and performance measures they believed had
been omitted, were included but should be omitted, or suggested the addition of other steps and
measures which could be included to address specific squad leader and member actions. The
focus was on the detail of a specific sub-task (e.g., sub-tasks required to clear a room in an urban
environment), rather than on scenario independent tasks.

The scoring system was not usable for recording data while observing a scenario. The
intent was to have the evaluators complete the ratings during the observation of the scenario.
Tasks based on the MTP with the numerous steps and measures for each proved to be
cumbersome and impractical for real time application during an exercise scenario. During the
training phase of the try-out, the SMEs initially attempted to score as they observed the scenario.
By the end of the training phase, independently all three SMEs began to make notes on paper;

during the observation of the scenario, just as they would without an electronic tool. They also
stated that as they observed the scenario, they made determinations of the squads' performance
without specific reference to the scoring system. They did not actually start making entries in
the automated tool until the scenario ended. The SMEs' procedure for making entries was to
read through the listings of steps and performance measures to locate the right place to evaluate
what they had observed and they had difficulty finding the appropriate place. For the seven
scenarios observed, times to complete the scoring after conclusion of the scenario observation
ranged from a minimum of 21 minutes to a maximum of 34 minutes. The average time was 29
minutes.

Only a limited number of the tasks were actually used for scoring. Of the nine tasks
available for scoring, only four were used at all and only three were frequently used by SMEs
(see Table 10). Feedback indicates that in the case of Task 1, Conduct Troop Leading
Procedures, the vignettes used for the try-out began after all or most of these actions would have
occurred. Therefore, they were not observed by the SMEs. However, the feedback also
indicates that the large number of steps and performance measures limited use of the tasks to
those that the SMEs determined could be used repeatedly. The SMEs consistently made mental
notes of squad performance as they observed, took handwritten notes and then searched the task
tabs and lines for a location to enter their evaluation. The feedback also indicated that SMEs
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more frequently used familiar tasks, and did not use tasks that they had not previously used in the
context of this try-out.

Table 10.
Tasks Used by SMEs

Core Competency Tasks

*Z0

U~~ U~4 N

1 A,C B A,C A,B,C
2 C B,C A,C A,B
3 A, B, C A, B, C
4 B,C C A,B
5 C A, C A, B, C
6 A, B B, C A, C
7 A, B A, C A, B, C

Note: SMEs designated as A, B, and C

Key to using the scoring system is the degree of user friendliness. Although most of the
comments dealing with user acceptability dealt with software issues (discussed below), there are
general observations that impact both revision of the current scoring system and future
development for operational use. The evaluators stated that the scoring system must be
exceptionally user friendly and demonstrate the capability to enable evaluators to perform their
duties more efficiently and effectively. Critical aspects to consider are:

" The tool must be extremely user friendly so it can be used like a notepad for recording
information and be used while walking.

" The number of rating elements that the evaluator must use must be limited.
" The ability to tailor the scoring system to the scenario being assessed would be

beneficial. There were two aspects cited:
o Arranging the tasks in the order they would appear in the scenario.
o Selecting or showing only the items that are to be evaluated during the scenario

so SMEs do not have to scroll through unused task tabs.
" The ability to use the scores and comments for an AAR would contribute to the system's

usefulness.

Doctrinal references are a desirable feature. Although the SMEs became mired in and
encumbered by the detail which was displayed on the screens, they recognized the need for
doctrinal reference materials. They commented on the need for reference material to use while
preparing for evaluator duties. They stated that paper references would be adequate. However,
there are advantages to a mature scoring system having electronic references, whether the access
is embedded in the system or accessible by hyperlink. The latter method would avoid updating
issues as doctrine is changed.
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User-Computer Interface

Although all SMEs stated that the interface was easy to understand and use, they made
recommendations for improvement. These are categorized and summarized below.

" Visibility of electronic features. All features need to be easily readable by the evaluator,
especially if the scoring system is to be used in a field environment. Specific
improvements included better color contrast for the cursor and scroll bars.

" Ease of entering scores and recording information. The ability to make entries, including
written comments, quickly and easily is essential if evaluators are going to adopt the
system for their use. Suggestions included:

o For a space where a point entry evaluation is to be entered, make the entire box
area active, and not just a tiny circle.

o For use in a field environment, improve text entry options for speed, accuracy,
and flexibility (e.g., text entries similar to cell-phone keypad with limited keys,
where multiple presses of the same key represent a different letter).

o Consider using a checklist where applicable to limit the need for entering text.
o Include the ability to "uncheck" a rating if the evaluator inadvertently enters a

score where none is wanted.
• User friendliness.

o The scoring system feature for verifying data is necessary, but it would be more
usable if it displayed only those lines where a rating was entered. This would
allow the SME to quickly determine what evaluation had been entered.

o Saving data should be an easy process.
" Improve operational use.

o Make the scoring software password protected to prevent someone from accessing
ratings and making changes without the evaluator's knowledge.

o Add links to doctrinal references for use as an evaluator refresher before doing the
evaluation, similar to the "additional info" link in the initial scoring system.

o The "alert" feature would be beneficial if the system were used with a pre-
recorded session and could be used to notify the evaluator of an upcoming
observation.

o Create a means of identifying which scenario score sheet is being viewed. This is
especially important when viewing/assessing several different scenarios within a
short time, or when accessing previous ratings.

Revised Scoring System

Based on the try-out results, the team concluded that the core competencies were not as
effective as needed for a scenario-independent system that has future application to other unit
types and echelons. Therefore, the team reached a consensus that the competencies required
major revision to improve both scenario independence and user friendliness in support of the
project's goals. The try-out observations indicated that the revised system must:

" Be usable while observing a scenario.
• Provide adequate detail to guide the evaluator.
" Avoid detail that detracts from evaluator performance.
• Reflect realistic revision priorities based on feasibility and impact.

20



* Be time sequenced in accordance with mission actions.
" Have an Army-relevant theoretical grounding.

The team developed a revised scoring system with ten competencies. The structure of the
competencies stems from two sources: (a) the Army's established plan-prepare-execute (move,
shoot, communicate)-consolidate/reorganize phases of mission accomplishment, and (b) Hiller's
(2004) command and control (C2) information processing model incorporating SA and non-
military factors.

Theoretical Basis - C2 Information Processing Model

Hiller's (2004) information processing model developed for C2 applications was used to
frame the competencies (see Figure 3). This model led to the addition of two competencies (see
Table 11, competencies #1 and #10) to the eight competencies which were based on the Army's
mission accomplishment phases. Hiller emphasized diplomatic, informational, military, and
economic (DIME) factors as critical for mission accomplishment. The DIME framework led the
team to identify six specific factors at work at the squad level: religious interests, intelligence
collection/generation, socio-cultural interests, civil affairs and infrastructure, attention grabbing
potential, and military factors (RISCAM). Given the importance of RISCAM factors in both the
contemporary operational environment (COE) and future training efforts, the team decided that
definitive consideration of these factors in both the first and last tasks was essential.

Hiller's (2004) cognitive information-processing model (Figure 3) entails six overlapping
and iterative phases:

1. Establish the Goal and Objectives. Acquire and understand the mission and analyze the
situation to prioritize the desired effects (DIME) to support mission accomplishment. In
short, set the Goal and objectives (G). This G function is then instrumental in guiding the
selective review of existing data/information and collection and analysis of new data and
information.

2. Conduct a preliminary review of the situation information and logically and intuitively
form a "picture" from selective samples of data/information - intuitively, since there is
potentially too much information and no hard and fast rules for distilling the information
available into a rigorously derivable summary "picture." Thus, intuit the picture (I).

3. Continually review new information on a selective basis (e.g., intelligence summaries
from various echelons, commercial news broadcasts) to discipline intuitive components
of the picturing process and update the picture. Review and Adjust (RA) the picture
based on new information.

4. Decide (D) on the course of action (COA), typically in collaboration with higher, parallel,
and subordinate organizations, with review and approval by higher headquarters (HQ) as
time and risk permit.

5. Command and control (C2). Issue mission orders and control, as appropriate.
6. Assess effects, which is actually intrinsic to C2, but separately identified in the model

because of its importance as feedback for G and RA, as well as C2.

21


